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Past research indicates that individuals respond adaptively to contextual factors in multiattribute choice
tasks. Yet it remains unclear how this adaptation is cognitively governed. In this article, empirically
testable implementations of two prominent competing theoretical frameworks are developed and com-
pared across two multiattribute choice experiments: the adaptive toolbox framework assuming discrete
choice strategies and the adjustable spanner framework assuming one comprehensive adaptive strategy.
Results from two experiments indicate that in the environments we tested, in which all cue information
was presented openly, the toolbox makes better predictions than the adjustable spanner both in- and
out-of-sample. Follow-up simulation studies indicate that it is difficult to discriminate the models based
on choice outcomes alone but allowed the identification of a small subset of cases where the predictions
of both models diverged. Our results suggest that people adapt their decision strategies by flexibly
switching between using as little information as possible and use of all of the available information.
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Making every day judgments and decisions typically requires a
trade-off between the time and effort one spends on the task and
the quality of its outcome. Behavioral scientists commonly agree
that this trade-off is adaptive such that people adjust their effort
and the amount of information they process depending on the
respective context and the goals they want to achieve (Payne,
Bettman, & Johnson, 1988; Simon, 1956). However, there is an
ongoing discussion regarding how this adaptation takes place
(Chater, Oaksford, Nakisa, & Redington, 2003; Lee & Cummins,
2004; Marewski & Schooler, 2011; Sollner & Broder, 2016).

Central to this debate is whether adaptation is reflected by
distinct strategies (Gigerenzer & Todd, 1999) or by continuous
differences in the evidence that is accumulated in a given envi-
ronment (Newell, 2005). Understanding the mechanisms underly-
ing this adaptive process could elucidate decision making in a wide
range of contexts, including consumer behavior (Scheibehenne,
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Miesler, & Todd, 2007; Scheibehenne, von Helversen, &
Rieskamp, 2015) and managerial decisions (Artinger, Petersen,
Gigerenzer, & Weibler, 2015). Moreover, solutions for how to
approach this specific debate in judgment and decision making
research can inform related debates in other areas of cognition. For
example, the debates between discrete-state versus continuous
models of recognition memory (Batchelder & Alexander, 2013;
Broder & Schiitz, 2009; Pazzaglia, Dube, & Rotello, 2013) or
between different models of working memory capacity (Bays &
Husain, 2008; Cowan, 2001; Donkin, Kary, Tahir, & Taylor, 2016;
Zhang & Luck, 2008) share features with that of the multiattribute
choice debate. Indeed, a key element of all of these debates is that
the models’ predictions often overlap due to the fact that compet-
ing models are generated to explain the same behavior (e.g.,
Newell, 2005). We propose, as a solution to this problem, a
method to identify experimental designs that will discriminate
between the models in a first step, and test the models’ predictions
in a second step (see optimal experimental design as an alternative
approach to the same problem Myung & Pitt, 2009).

In our model comparison, we focus on the two most prominent
theoretical frameworks that have been proposed to elucidate the
processes underlying multiattribute choice (Busemeyer, 2017;
Sollner & Broder, 2016). One framework assumes that decision
makers adapt their behavior by applying qualitatively different
cognitive strategies. In analogy to a craftswoman who selects her
tools depending on the requirement of the job she faces, this idea
is sometimes referred to as an adaptive toolbox (Gigerenzer &
Todd, 1999). The alternative framework adopts a single, albeit
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more comprehensive cognitive process to model adaptation. This
alternative class of models predict that evidence or information
about alternative options is sequentially sampled and accumulated
until a certain threshold is reached (Busemeyer & Townsend,
1993; Lee & Cummins, 2004). Thus, the threshold defines how
much information is integrated and by adjusting it, sequential
sampling models can account for adaptive changes in behavior.
This idea is sometimes, in analogy to the toolbox metaphor,
referred to as an adjustable spanner (Newell, 2005; Sollner &
Broder, 2016).

Both frameworks aim at explaining adaptive decision making as
it has been observed empirically. For example, the affect richness
of the choices (Suter, Pachur, & Hertwig, 2016), incidental emo-
tions (Scheibehenne & von Helversen, 2015), the type of learning
task (Pachur & Olsson, 2012), whether the task involves informa-
tion search in memory (Broder & Schiffer, 2003b) or the distri-
bution of the cues’ validities (Mata, Schooler, & Rieskamp, 2007)
can all influence the application of qualitatively different strate-
gies. Likewise, contextual factors have been shown to influence
the threshold of the sequential sampling process (Lee, Newell, &
Vandekerckhove, 2014; Newell & Lee, 2011; Simen, Cohen, &
Holmes, 2006). However, it remains unclear which of the two
frameworks provides a better description of human choice in
complex situations across different environments.

This lack of clarity is partly due to the fact that both models
have not yet been compared on empirical choice data, while both
being implemented as computational models that account for in-
terindividual and intraindividual differences. We aim to overcome
this gap in the literature by comparing specific computational
implementations of the adaptive toolbox and the adjustable span-
ner on empirical choice data. Moreover, we will implement the
models in a highly comparable manner, so that they differ only
with regard to whether distinct strategies or a continuous threshold
of evidence accumulation governs how much evidence is consid-
ered in a given choice task. In other words, we maximize the
similarity of the models to rigorously focus the model comparison
on the most relevant aspect of the debate.

Two Competing Frameworks: The Adaptive Toolbox
and the Adjustable Spanner

Various versions of the adaptive toolbox have been proposed in
the literature (Gigerenzer & Todd, 1999). For example, a typical
toolbox includes one simple noncompensatory (take-the-best,
TTB) strategy, and a more complex compensatory (weighted ad-
ditive, WADD) strategy (Scheibehenne, Rieskamp, & Wagenmak-
ers, 2013). The simple TTB strategy predicts that people search for
the best (i.e., most valid) cue that discriminates between the
options and do not take further information into account. The
option that scores highest on the most valid, discriminating cue is
chosen. In other words, further information cannot compensate for
(or override) the initial discriminating cue. In contrast, the more
complex compensatory (WADD) strategy predicts that cues
lower in predictive validity can—when combined and weighted
appropriately—overcome (compensate for) the information
provided by a single more valid cue.

Consider a hypothetical scenario where a manager wants to
predict which of two upcoming Hollywood movies will be more
successful at the box office. As a basis for this prediction, she can
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refer to the recommendations of six movie critics (cues) who differ
in their predictive ability (cue validity). According to TTB, the
manager would only rely on the one critic with the highest pre-
dictive validity. If the best critic does not discriminate between the
two movies, the manager would consider the recommendations of
the second-best critic, and so on until a decision is made.

In stark contrast to TTB, the compensatory WADD strategy
predicts that all available cue values are taken into account and
weighted by their respective validities. The option with the highest
weighted sum is then chosen. Faced with the same movie selec-
tion, a manager following WADD would consider the recommen-
dations of all the critics available and weight each critic’s recom-
mendation with their respective validity. The adaptive toolbox,
incorporating both TTB and WADD, further assumes that decision
makers select the respective strategy depending on situational and
personal characteristics (e.g., Broder, 2003; Marewski & Schooler,
2011; Newell & Lee, 2011; Rieskamp & Otto, 2006), rather than
consistently relying on one strategy (Broder, 2000; Newell &
Shanks, 2003; Newell, Weston, & Shanks, 2003; van Ravenzwaaij,
Moore, Lee, & Newell, 2014).

While there is an ongoing discussion on the appropriateness of
toolbox models for explaining and predicting behavior in multiat-
tribute choice tasks (Broder & Newell, 2008), simple toolboxes
containing only TTB and WADD have been shown to predict
behavior more accurately in such tasks than more complex tool-
boxes, such as a toolbox that also includes a tallying strategy
(Scheibehenne et al., 2013). For example, Scheibehenne et al.
(2013) compared a Bayesian implementation of a toolbox, con-
taining only TTB and WADD to single decision strategies and a
more complex toolbox. Those comparisons provided support
for the superiority of this rather simple toolbox model over both
more complex and single decision strategies (Scheibehenne et
al., 2013).

The adjustable spanner assumes that the decision maker
samples evidence from the environment until a threshold level
of evidence is reached (Hausmann & Lige, 2008; Lee & Cum-
mins, 2004; Newell & Lee, 2011). In the movie critics’ exam-
ple, the adjustable spanner would assume that the manager
would consider each of the critics’ recommendations, weighted
by their validities, until there was enough evidence for one of
the two movies, as indicated by an individual threshold of
evidence accumulation.

The placement of the threshold for stopping evidence accumu-
lation and making a decision has a critical influence on the model’s
behavior. A very low threshold makes the adjustable spanner
mimic the TTB strategy, because people would integrate only a
minimal amount of information. On the other hand, a sufficiently
high threshold would mean that all of the available information is
used when making a decision, thus mimicking WADD. This
flexibility in threshold setting allows the adjustable spanner to
mimic both of the strategies in the adaptive toolbox we consider
here (Newell, 2005; Newell & Lee, 2011) as well as permitting a
process that can capture choices that deviate from the predictions
of the TTB and WADD strategies. For example, if both TTB and
WADD predict the same choice, an evidence threshold that gov-
erns evidence accumulation in between accumulating all or only
the best discriminating information can lead to a different choice.
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Earlier Comparisons of the Two
Competing Frameworks

There have been a number of attempts to contrast the predictions
of toolbox and evidence accumulator frameworks (see Newell &
Broder, 2008). However, we know of no attempt, to date, to
compare the two types of models in their complete forms on their
ability to quantitatively capture and predict empirical choice data.
This lack of direct comparisons in part reflects the difficulty of
generating divergent predictions from the two types of models.
This difficulty in turn stems from insufficiently specified instan-
tiations of models loosely grouped under the “toolbox™ and “span-
ner” metaphors.

Earlier approaches tried to solve these issues by restricting the
testing environments such that the differences between the model
classes are more readily observable (Lee & Cummins, 2004;
Newell, Collins, & Lee, 2007; Newell & Lee, 2011). These com-
parisons typically revealed superiority of their respective imple-
mentations of evidence accumulation models. According to the
authors of these comparison studies, this superiority arose due to
two main factors. First, the evidence accumulation models more
readily accommodated the presence of intraindividual consistency
but interindividual differences in strategy use in the same decision
environment (e.g., Lee & Cummins, 2004; Newell & Lee, 2011;
van Ravenzwaaij et al., 2014). The authors argue that such a
pattern is difficult to reconcile with a toolbox approach in which
environmental (rather than individual-level) constraints are thought to
be the primary drivers of strategy selection/adaptation (e.g., Gig-
erenzer & Todd, 1999). In contrast, a sequential sampling model
that views TTB and WADD as extremes on a continuum of
evidence accumulation can explain such a pattern by assuming that
individuals would either choose exclusively in line with a com-
pensatory or a noncompensatory decision rule, depending on a
preferred evidence threshold.

The second aspect favoring the evidence accumulation frame-
work proposed in earlier studies is the presence of behavior that
falls outside the deterministic prescriptions of the TTB and
WADD strategies. Specifically, the adjustable spanner metaphor
can accommodate stopping rules (for information acquisition) that
are intermediate between “one-cue” (TTB) and “all-information”
(WADD; e.g., Lee et al., 2014; Sollner & Broder, 2016; Sollner,
Broder, Glockner, & Betsch, 2014), or cue-search orders that do
not rely solely on cue-validity (e.g., van Ravenzwaaij et al., 2014).

There are, however, some limitations to these previous compar-
ison attempts. One is that despite using methods to make the
comparisons between the models “fair,” this has not always been
satisfactorily achieved. For example, the naive strategy selection
model used as comparator to an accumulator model by Newell and
Lee (2011) can be criticized on the grounds that it was too complex
for the task they used and thus unfairly punished by the measure of
model fit they adopted (i.e., minimum description length).

A second limitation is that previous attempts have tended to
focus on a single decision environment—that is, one in which cue
validities remain the same (e.g., Hausmann & Lige, 2008; Lee &
Cummins, 2004; Newell et al., 2007; Newell & Lee, 2011; though
see Lee et al., 2014, for an exception). Conducting comparisons
across environments with different cue structures is important,
given earlier findings indicating that the environment does influ-
ence the decision strategies applied (Broder, 2000, 2003; Broder &
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Schiffer, 2003a; Rieskamp, 2006; Rieskamp & Hoffrage, 1999;
Rieskamp & Otto, 2006) as well as thresholds in an accumulation
process (Lee et al., 2014; Simen et al., 2006). In particular, recent
studies show that the dispersion of the cue validities influences the
amount of information search, with high dispersion favoring less
information search and low dispersion favoring more information
search (Mata et al., 2007).

A final key reason is that a complete quantitative comparison
has not been possible because of the lack of precise, directly
comparable formalizations of models inspired by the spanner and
toolbox metaphors. While a probabilistic model of the adaptive
toolbox was recently implemented by Scheibehenne et al. (2013),
there has up to now not been a comparable computational imple-
mentation of the adjustable spanner. We provide this instantiation
here by building on earlier approaches (Lee & Cummins, 2004;
Newell et al., 2007; Newell & Lee, 2011). Armed with formal
versions of both choice frameworks, we can make a direct com-
parison between spanner and toolbox models on empirical grounds
(Farrell & Lewandowsky, 2010).

In the following, we present a rigorous comparison of these
models in several decision environments differing in the dispersion
of cue validities, to examine the adaptability of the models to
different environments and their ability to capture individual dif-
ferences in decision making. First, we propose a formal version of
the adjustable spanner to the literature. We then note that the
predictions of the models are largely overlapping in most choice
environments. To deal with this problem, we apply a methodology
that is similar to, but distinct from, optimal experimental design. In
our experiment, participants completed two sessions of data col-
lection. The first session yielded data to which we fitted both
models, allowing us to identify a set of decisions for each partic-
ipant that would minimize the mimicry between the models. In the
second session, the same participants returned to the lab to make
choices in the set of trials we had selected for them. This second
session served as a generalization test to assess each models’
ability to predict a second set of choices (see Scheibehenne,
Rieskamp, & Gonzélez-Vallejo, 2009, for a similar approach).

Model Specification

In the following, we formally specify an adaptive toolbox and an
adjustable spanner (i.e., a sequential sampling model) for multiat-
tribute binary choices between two options, labeled A and B.'

The Adaptive Toolbox

In order to implement a toolbox consisting of WADD and TTB,
we relied on an earlier implementation by Scheibehenne et al.
(2013), where the probability of an individual decision maker to
select TTB over WADD is governed by a free “mixing” parameter
0. Accordingly, the probability of selecting WADD is 1 — §™®
To allow for the possibility of inconsistent choices or application
errors when using a particular strategy, an explicit error term £
was included indicating the probability that a decision is made at
random (i.e., a so-called trembling hand error, Loomes, Moffatt, &
Sugden, 2002). Here, an error of €' = 1 indicates pure guessing,

" The R function for both models and all data can be found online:
https://ost.io/e8h3e/.
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whereas €™ = 0 indicates perfect consistency with the predictions
of the respective strategies. Figure 1 illustrates the model compris-
ing both strategies as a flow diagram, illustrating TTB on the left
side and WADD on the right side of the diagram.

As a first step in the diagram, 6™ indicates the probability by
which a strategy is chosen. If the TTB strategy is used, a choice is
made if the best available cue differentiates between the options. If
the cue does not discriminate (i.e., if the difference between the
cue values is zero), the second best cue is considered, and so on,
until a decision can be made. If no cue discriminates between the
options (i.e., if the options have an identical cue pattern), TTB
reverts to guessing, thus random choice between the options. If
WADD is used, all available evidence is considered, and all cue
values are weighted with their validities and summed. The option
with the highest weighted sum is then chosen. If the weighted sum
of both options is equal, the model selects either option with equal
probability. Both strategies make predictions for the probability to
choose the Option A that are 0, .5, or 1. However, in combination
with the mixing parameter and the trembled hand error, the like-
lihood as indicated in the white box at the bottom of the flow
diagram in Figure 1 can take on any value between O and 1. To
sum up, the toolbox model has two free parameters the mixing
parameter 0 and the trembling hand error €™,

The Adjustable Spanner

To implement the adjustable spanner proposed by Newell
(2005) and Newell and Lee (2009), we defined a threshold §4€€
that determines the proportion of information a decision maker
considers relative to the maximum possible evidence in a given
environment. Hence, the threshold §*€€ is scaled between 0,
indicating that only the evidence of the first cue is accumulated
and 1 indicating that the evidence of all cues is accumulated. The
maximum information in a trial is thus given by the sum of the cue
validities, and the threshold indicates how much of this is encoun-
tered in any trial. This corresponds to a fixed number of cues in
one environment but can correspond to a different number of cues
in different environments. Thus, the notion “threshold” 84 in
this implementation diverges from the evidence threshold as de-
fined in many other accumulation models. After the threshold is
crossed, the accumulated values of the attended cues weighted
with their respective validities determine the choice. The option
with the most accumulated evidence is then chosen. If the accu-
mulated evidence is indecisive, the next cue is accumulated until
either the accumulated evidence is decisive, or all information is
accumulated. In the latter case, the model reverses to guessing.

Several alternative implementations of an adjustable spanner are
possible. The model implementation at hand was chosen because
it captures the main assumptions of the metaphor and provided a
suitable account of the observed choice data. The online supple-
mentary material contains an alternative implementation of the
adjustable spanner.® It is worth noting that the strategies of the
toolbox, TTB and WADD, are special cases of this implementation
of the adjustable spanner. The highest threshold of the adjustable
spanner 8““C = 1 corresponds to the mixing probability of the
toolbox 6™ = 0 and 8*“ = 0 corresponds to ™ = 1. Figure 2
illustrates the model as a flow diagram, similar to that of the
toolbox outlined above. The threshold §*“< defines how many
cues are searched in a given environment; correspondingly, infor-
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mation search is stopped if the summed validities of the cues reach
a critical value of accumulated validities. The critical value is a
function of 8 and the distribution of validities in the trial. After
crossing this critical value a choice is made if the accumulated
evidence (the cue values weighted with their validities) up to this
point indicates a preference for one of the options. If no preference
is indicated more evidence is accumulated. In resemblance to the
implementation of the toolbox, a trembling hand error (Loomes et
al., 2002) was implemented, assuming that participants guess with
probability e*““. This addition means that the model has also two
free parameters, the threshold parameter 8“““ and the trembling
hand error €*“€.

It is worth noting that the strategies of the toolbox, TTB and
WADD, are special cases of this implementation of the adjustable
spanner. The highest threshold of the adjustable spanner corre-
sponds to the mixing probability of the toolbox 6™ = 0 and
d4CC = 0 corresponds to ™ = 1.

General Overview of the Experiments

In order to compare the models on empirical grounds, we
conducted an experimental procedure that consisted of two exper-
imental sessions, a and b. The first session was used to fit the
competing models to choice data and estimate best-fitting param-
eters for every individual across three different environments de-
fined by the distribution of cue validities. The latter manipulation
aims at causing variability in decision making and subsequently,
comparing the models’ ability to accommodate this variability. By
having different decision environments, we are able to compare the
models’ adaptability, which is one of the core features of the two
frameworks being compared. Further, fitting the models to each
participant’s data allows us to evaluate the models’ ability to
account for individual differences. It is one of the crucial features
of cognitive models that they can be applied to describe individual
differences with latent variables (Riefer, Knapp, Batchelder, Bam-
ber, & Manifold, 2002). Moreover, fitting the models to different
conditions and participants, and subsequently evaluating the mod-
els’ fit on the participant and the average level allows us to
evaluate the models’ flexibility. The second session served as a
generalization test to compare the predictions of those best-fitting
models (Busemeyer & Myung, 1992).

In both sessions of the experiment, participants performed a
binary multiattribute choice task. In this task participants chose
between two options, described with six binary cues and their
corresponding validities for each cue. As a cover story, we asked
participants to choose which of two movies they think will be more
successful at the box office. Their decision was to be guided by
recommendations from six movie critics. This task was presented
across three within-subject conditions, with each condition having
a different environment, that is, the distribution of cue validities

2 Although the core assumption of the model is captured, the notion of
a two-step “accumulate-then-weight”” model is perhaps not the most direct
interpretation of evidence accumulation. Previous implementations (e.g.,
Lee & Cummins, 2004) propose that the evidence accumulated after each
cue is acquired reflects the weight of that cue (cue value multiplied by its
validity) and that the threshold is on the weight not the number of cues. As
outlined in the online supplementary material, this version of the spanner
model did not provide an adequate fit for the current data; speculations as
to why this was the case are included in the General Discussion.
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Figure 1. Flow diagram of the adaptive toolbox consisting of take-the-best (TTB; left box) and weighted
additive (WADD; right box). The probabilistic prediction ranging from 0 to 1 is expressed as the probability of
choosing Option A out of a set of two options, A and B, (i.e., the likelihood). It is determined by the mixing

parameter 6™

the index of the cues.

being either uniform, linear or j-shaped. We expected that the
lower dispersion of cue validities in the uniform condition would
be associated with an increased use of compensatory strategies and
more evidence accumulation, compared to the linear and j-shaped
conditions which have a higher dispersion of cue validities. There
was no cost to obtaining the information provided by any given
cue—all information was available on screen from the beginning
of the trial. In the first session, all participants received the same
set of trials under three within-subjects conditions.

In the second, generalization test, session, participants were
presented with their own set of trials again under three within-
subject conditions that were especially tailored to increase the
number of trials in which the toolbox and spanner models pre-
dicted different choices. These trials were identified based on a
simulation study using the best-fitting individual parameters from
the first session. The procedure was repeated in a second experi-
ment with a different group of participants. Both sessions of
Experiment 1 are described in corresponding sections, namely,
Experiment 1a and Experiment 1b.

Experiment 1a: Model Fitting

Method
Participants. A total of 129 (F = 48%, M,,. = 21, range,,. =

age age
19-37) Business bachelor students participated in the experiment
in exchange for course credit and a small chocolate bar. Seven
participants were excluded due to misunderstanding the task.

These participants consistently chose movies that our hypothetical

, the trembling hand error ¢ and the predictions of both strategies being 0, 1, or .5; ¢ represents

critics unambiguously predicted would not succeed.” We aimed at
a sample size of 120 valid observations to achieve sufficient
variety in the parameter values across individuals.

Design and material. Participants were asked to predict which
of two hypothetical movies, Movie A or Movie B, would be more
successful at the box office. To aid their choice, six hypothetical
movie critics provided recommendations (see Scheibehenne & von
Helversen, 2015, for a similar design). The six movie critics differed
in their predictive validities, and each critic could either recommend
one, both, or none of the movies.

All information, including the cues and the cue validities were
openly presented from the beginning of the trial. As shown in
Figure 3, an image was used to represent each critic, and the
validity of their recommendations were expressed as percentages
(i.e., how often a critic had previously recommended the more
successful movie). Animal heads were chosen as icons for the
critics to avoid any gender or ethnic bias when using illustrations
of human faces. The images were randomly attributed to the cues
and conditions, but were constant within all trials in a condition.
The validities were additionally visualized by the size of the
percentages’ font and the critics’ icons. Cue values were illustrated
with asterisks (recommended) and hyphens (not recommended),
respectively.

3 Excluding or including these participants does not change any of the

following conclusions, because both models fail equally to predict this
worse than chance performance.
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Figure 2. Flow diagram of the adjustable spanner. The plate indicates the flow of the accumulation of evidence
up to the critical value Crit, determined by the individual threshold 3““C as defined in the white plate on the
right. It illustrates the prediction of the choice of Option A, P(Al $*) and in combination with the trembling
hand error €€, P(AIACC, 3°C, £AC) shown on the bottom row.

After 5 practice trials, each participant made 120 decisions,
composed of 40 trials in each of three conditions. Each condition
differed with regard to the distribution of the critics’ validities,
thus every condition represents a different environment. The va-
lidities were either approximately uniform (65%, 63%, 63%, 62%,
60%, 58%), j-shaped (90%, 69%, 68%, 66%, 63%, 60%), or

Movie A Movie B
90% * "
84% ¢ -
77% = .

70% . *
62% - *
) 55% * n
() O
Movie A Movie B

Figure 3. An example trial given to a participant. Here, the set of cue
validities follows a linear distribution. The hypothetical participant chose
Movie A, the option predicted by both take-the-best (TTB) and weighted
additive (WADD), because the critic with the highest validity recom-
mended only Movie A and because the weighted average of the critics’
choices prefer this option. See the online article for the color version of this
figure.

linearly distributed (90%, 84%, 77%, 70%, 62%, 55%). Within
each condition, the cue validities remained constant throughout
both sessions of the experiment. The order of the three conditions
was randomized between participants.

In each of the cue validity distribution conditions, the cue values
were chosen such that in 50% of the trials TTB and WADD made
the same predictions and in 50% of the trials TTB and WADD
made opposite predictions. To avoid pairs of movies in which one
option dominated, we used only pairs where the sum of the cue
values for one option minus the sum of cue values for the other
option did not exceed three. After the experiment participants were
asked whether they agreed to be contacted about a possible
follow-up experiment in the future (i.e., the generalization test).

Results and Discussion

Participants made sensible choices. For the trials in which both
the compensatory (WADD) and noncompensatory (TTB) strate-
gies predicted the same option, participants chose that option on
94% of trials, on average (SD = 7%), across the three distribution
conditions. For those trials in which the two strategies made
different predictions, participants chose in line with WADD in
65% of the trials (SD = 18%).

To test which of the models provided a better description of the
observed choice data, the parameters of both models were fitted
with a grid search algorithm that minimized the negative log
likelihood (—LL) separately for each participant and cue validity
distribution condition. Minimizing —LL is equivalent to maximiz-
ing likelihood; however, the —LL values are positive, making it
easier to determine which values are smaller. For 82 and 675,
the search grid spans across values between 0 and 1 in steps of
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0.01. For £*““ and €™, the grid ranged from .001 to .999, to avoid
extreme values of the likelihood being O or 1, respectively. To
additionally test both models, we fitted a pure guessing model to
the data.

Both models provided a better fit than a pure guessing model*
across all participants and conditions, the toolbox provided a better
fit than the adjustable spanner. The best-fitting —LL summed
across all participants and conditions were —LL,p = 4,458
and —LL,cc = 4,797 (smaller —LL values indicate a relatively
better fit). If we take the ratio of these likelihoods to form a
likelihood ratio (LR) of the adjustable spanner over the toolbox
(LR cc/rw)s the odds strongly favor the toolbox (LRpccrpg <
.001). Summed across the conditions the individuals —LL of the
toolbox was smaller for 73% of the participants. Comparing each
model to a guessing model, using the Bayesian information crite-
rion to correct for differences in model complexity, the toolbox
provided a better fit for 97% of participants across all three
conditions. The adjustable spanner performed equally well com-
pared to the guessing model, providing a better fit than the guess-
ing model for 97% of participants.

In the condition with uniform distribution of validities, both
models fit the data about equally well. Here, the —LL of the
toolbox was smaller than the —LL of the adjustable spanner for
48% of the participants. The differences between the models were
larger in the other environments. The toolbox outperformed the
spanner model for 77% of the participants in the conditions with
j-shaped distribution of validities, and for 61% of the participants
in the conditions with linear distribution of validities.

Figure 4 illustrates the best-fitting parameters for each partici-
pant for the toolbox (upper panel) and the adjustable spanner
(lower panel), respectively. The Figure shows that the parameters
are widely scattered, indicating a lot of individual differences, with
an overall tendency to set relatively high thresholds in the adjust-
able spanner (3*““: M = .59, SD = .27), and for using WADD
over TTB (60™: M = .29, SD = .26). This result is in line with
previous results that indicated a preference for WADD in environ-
ments with no search costs (Rieskamp & Otto, 2006).

As expected, the mixing parameter of the toolbox, as well as the
threshold of the spanner differed between the three conditions:
0"", F(2, 242) = 11.21, p < .001, Bayes factor (BF,,) = 707;
31CC, F(2, 242) = 26.05, p < .001, log(BF,,) = 19. Participants
used most information in the condition with uniform distribution
of validities and thus smallest dispersion of validities, as indicated
by less frequent use of TTB (toolbox) and higher thresholds
(adjustable spanner) respectively, compared to the conditions with
linear and j-shaped distributions of validities and thus more dis-
persion of validities. This finding further illustrates how the pa-
rameter values of O™ are mirroring the parameter values of "¢
around .5. Plotting the best-fitting parameters in Figure 4 shows
that while most best-fitting 8*“C are bigger than .5 most best-
fitting ™ are smaller than .5, underlining that larger thresholds
correspond to smaller mixing parameters and vice versa.

Simulation Study

Based on the estimated parameters for every individual in Ex-
periment la, we ran a simulation study to identify situations in
which the models made qualitatively different predictions. The
simulation study had two goals: first, to identify regularities in
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discriminating trials, in which one model predicts one option,
while the other model predicts the other option; second, to identify
those participants for which the models make most opposing
predictions.

Method

For each subject tested in Experiment 1 we used the individually
best-fitting parameter values 6™ and 3*““ and the corresponding
error parameters €' ° and €S, to simulate choice probabilities
from the toolbox and the adjustable spanner for all possible com-
binations of cue values in each of the three cue validity environ-
ments. We then searched for cue value combinations for which the
toolbox and the adjustable spanner made opposing predictions, as
defined by one model’s predicted probability of either movie being
bigger than .55 and the other model’s predicted probability for the
same movie being smaller than .45.

Results and Discussion

Figure 5 plots the differences of the predicted choice probabil-
ities of the adjustable spanner and the toolbox. Comparing the
horizontal dashed lines in the two panels of Figure 5 illustrates that
both models make similar predictions in most of the trials. Only in
a small subset, about 3% of trials, illustrated in the right panel of
Figure 5 the models make different predictions.

Figure 5 further illustrates that the trials in which the predictions
differed, defined by P(AIACC) < .45 and P(AITB) > .55 or
P(AIACC) > .55 and P(AITB) > .45, were indeed more informa-
tive than the remaining trials on the model comparison. Because
the average absolute difference of the models predictions Ap was
much bigger in the discriminating (M,, = .56, SD,, = .16)
compared to those trials that did not discriminate between the
models (M, = .08, SD,, = .07).

The trials that discriminated between the models were different
from those that did not discriminate between the models. Trials
that discriminated between the models were characterized by a
higher proportion of critics making recommendations for only one
of the two movies, thus yielding a higher proportion of discrimi-
nating cues (3.7 out of 6 vs. 3 out of 6 for the discriminating and
nondiscriminating trials, respectively). However, the average sum
of the cue values was smaller (0.93 vs. 1.39) for the discriminating
trials. Together, these characteristics result in the sequentially
accumulated evidence switching more often between favoring one
option or the other option in discriminating (1.63 switches on
average) than the nondiscriminating trials (0.67 switches). This
difference in evidence-switching explains why those trials have a
higher probability to discriminate the models, because only if the
evidence switches twice between the two choice options, the
adjustable spanner can in principal predict a choice that is not in
line with either of the strategies in the toolbox. Figure 6 illustrates
this situation with an example of a discriminating trial. After the
evidence of the first cue is accumulated, Option A is favored over
Option B. Upon collecting more evidence (up to the fifth cue),
Option B is favored over Option A. Finally, if the evidence of all
cues is accumulated, Option A is again favored over Option B.

* The pure guessing model predicts equal choice probabilities P(A) = .5

for both options in all trials.
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Illustration of the best-fitting parameters for each participant across both models and the three

BACC eTB

and are

indicated in the left upper corner of the respective plot. The error bars represent 95% confidence intervals around
both best-fitting parameters. The parameter values of those participants who participated in Experiment 1b are

shown as filled triangles.

Both TTB and WADD predict the same choice in this trial, while
an accumulator model with moderate threshold settings (e.g., ac-
cumulating the information from five cues) would make the op-
posite choice.

Alternatively, this difference can also be explained as follows: A
toolbox with TTB and WADD represent two extremes of a con-
tinuum (using the least and most amount of available information,
respectively). In contrast, to this, a corresponding accumulator
model with a given threshold can also collect an intermediate
amount of information. If both, TTB and WADD make the same

Models predict same option Models predict different options

400000 4ooo~‘
» 300000 3000 —-
=
%’ 200000 . 2000
&
100000 1000
0 —r T 1T T 1 0 T :_I T T T 1
00 02 04 06 08 10 00 02 04 06 08 10
Ap Ap

Figure 5. Histogram of the absolute differences of the predictions of
choices probabilities of the two models, that is, Ap = IP(AIACC) —
P(AITB)I. The left panel illustrates the distribution of A, if the models
make the same prediction and the right panel illustrates the distributions if
both models make different predictions, P(AIACC) < .45 and P(AITB) >
.55 or P(AIACC) > .55 and P(AITB) > .45. Note that the scale on the
y-axis differs between the two panels, as illustrated by the horizontal
dashed line at 3,000 (which sits very close to 0 on the y-axis in the left
panel due to the scale used).

prediction while the accumulated evidence in-between indicates
the opposite choice there must have been a switch of preference
in-between. However, only if the individual threshold estimated in
the adjustable spanner actually falls within this intermediate area.
For example, if an individual integrates five cues in the environ-
ment of the trial illustrated in Figure 6, the adjustable spanner
makes a different prediction than the adaptive toolbox in this
specific trial. On the other hand, if a participant either relies

Preference for Movie A Preference for Movie B
A ——

Movie A | Movie B

90 O/O ) . =
& 84% | ¢ -
o T7% 5 .

»
€ 70% Y
| -
e L
= 62% - pp %
[ 4
55% * o -
e .
Movie A A B
Accumulated Evidence =
-

Zval X Acue

Figure 6. Tllustration of accumulated evidence (Eval X Acue) as red
dashed line in a typical discriminating trial. The screenshot of the same trial
is illustrated in Figure 3. See the online article for the color version of this
figure.
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consistently on the best cue, or always integrates all information in
any given trial in this environment, both models make the same
predictions on every possible trial. In principle, the adjustable
spanner should provide a better fit to these trials than the toolbox,
because the toolbox can only predict one of the choices in these
trials, whereas the adjustable spanner can predict both choices.
But, across all trials this does not lead to a superior fit of the
adjustable spanner due to mainly two reasons. First, trials as
depicted in Figure 6 are rare, and only specific configurations of
the adjustable spanner lead to a choice prediction that is different
from the prediction of the toolbox. Second, these specific config-
urations of the adjustable spanner would lead to an inferior fit to
the choices in the remaining trials.

We identified a set of participants from Experiment la for
whom the models made different predictions across all three cue
validity distribution conditions. The model parameters estimated
for this subset of participants differed from the parameters of the
other participants, showing a higher probability of using TTB
(M = 38,8SD = 21, vs. M = 27, SD = .27), #(107.82) = 3.58,
p < .001, BF,, = 12.19, and likewise a smaller threshold (M =
52, 8D = .15, vs. M = .61, SD = .29), 1(175.68) = —3.58,p <
.001, BF,, = 2.19. The parameter values of these participants
(who were subsequently invited to participate in Experiment 1b)
are emphasized with triangles in Figure 4.

Experiment 1b: Generalization

Experiment 1b aimed to compare both models based on their
ability to predict new data out-of-sample. For that purpose, indi-
vidual trial lists were created, based on the previous simulation
study. We intended to reinvite those participants from Experiment
1a for whom we could identify 15 trials in which the models make
opposite predictions and present these participants only those
discriminating trials. However, unfortunately, we invited partici-
pants based on an erroneous simulation that overestimated the
number of discriminating trials. As a result, the actual percentage
of discriminating trials was smaller and differed between the
participants (M = 64%; range = 33-100%).

Method

Participants. Thirty-six of the participants from Experiment
la were reinvited for Experiment 1b in exchange for a 20 CHF.
(~$20 USD) show-up fee. Out of these, 20 individuals agreed and
eventually participated. Additionally, we confirmed that the model
fit of the toolbox and the adjustable spanner was about equal for
this specific subset of participants, with the —LL of the toolbox
being smaller in 50% of the cases. Thus, the subset did not favor
one model over the other a priori.

Design and material. The design and procedure of the exper-
iment was similar to Experiment la except that this time, each
participant saw an idiosyncratic set of 15 new pairs, plus 10 retest
trials from Experiment 1a in each of the three distribution condi-
tions, thus 75 trials in total. Within each condition and participant,
the order of the trials was randomized.

Results and Discussion

In order to replicate the findings of Experiment la, we first
refitted the models to the complete data sets of Experiment 1b. The

results confirmed the superior fit of the toolbox. Furthermore, the
trials that had been also previously presented in Experiment 1a,
that is, the old trials, indicated substantial (Landis & Koch, 1977)
test-retest reliability (M, = .61, SD = .1, between subjects).
Participants chose the same option on 81% of the trials.

For the generalization test we investigated how well the models
could predict the choices in the new trials, assuming that partici-
pants had the same parameters as estimated from Experiment la.
Thus, we compared the simulated choices, based on the best-fitting
parameters in Experiment 1a, with the observed choices in Exper-
iment 1b. Because the models’ parameters were estimated via
minimizing the negative log-likelihood, we used similar methods
for comparing the models’ predictions (Elliott, Ghanem, & Kriiger,
2016; Wulff & van den Bos, 2017). We calculated —LL as well as
the mean squared error (MSE) as an indicator of the predictive
accuracy.

As shown in Table 1, the toolbox made more accurate predic-
tions than the adjustable spanner, according to both —LL and
MSE. The predictions from the toolbox provided a smaller —LL
than the adjustable spanner across all conditions combined but also
separately in the uniform condition (236 vs. 445), the j-shaped
condition (243 vs. 409), and the linear condition (251 vs. 319).
Across all conditions, the choices of 16 of the 20 participants were
better predicted with the toolbox than with the adjustable spanner.
The superiority of the toolbox is also apparent if only the —LL
summed across those trials that discriminate the models is consid-
ered (474 vs. 877). In all previous comparisons of the models’
predictions: LR \cc/rp < .001.

To conclude, the toolbox more accurately predicted the choices
out of sample than the adjustable spanner. However, by design, we
did not invite back all of the participants from Experiment la to
participant in Experiment 1b and as mentioned above, the number
of discriminating trials was smaller than intended. Therefore, we
tested the robustness of our results by conducting another exper-
iment where we invited all participants to participate in both
sessions of the experiment.

Experiment 2

Method

The method of this second experiment was similar to Experi-
ment 1. Thirty participants were recruited on the university’s
campus and social network groups. As all participants were invited
for the second experimental session, we aimed at an average
sample size of 20 participants for both sessions, similar to the
sample size of the generalization session of Experiment 1. Partic-
ipants received 20 SFr. (~$20 USD) for completing both sessions

Table 1
Comparison of the Accuracy of the Models’ Predictions in the
New Trials in Experiment 1b

Measure of fit Adjustable spanner Toolbox
—-LL 1,173 730
MSE 40 25

Note. —LL = summed negative logarithmic likelihood; MSE = mean

squared error. For both measures, smaller values indicate better fit.
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of the experiment. All but two participants completed both ses-
sions.

All participants completed the same choice set in the first
session, and we estimated their individual model parameters. Fol-
lowing this, a second choice set including 15 new and 10 old trials
was constructed based on a simulation study with the best-fitting
parameters from the first session. We included as many discrimi-
nating trials as possible into each individual’s choice sets. If we
could not identify 15 discriminating trials in a given condition, we
randomly chose the remaining trials from all possible new trials.
Participants’ choices in the second experimental session were used
to compare the predictive accuracy of the models.

Results and Discussion

As an indicator of participants’ choice consistency, we found
that on the trials on which the compensatory and noncompensatory
strategy made the same prediction, participants chose that domi-
nant option on, on average 91% of the trials (SD = 16%).

We again observed that the toolbox provided a superior fit to the
observed data in the first session of the experiment. On average, the
toolbox fitted the data better, with a smaller —LL summed across
participants and conditions (—LLz = 1,226 and —LL, - = 1,341,
LR cors < -001). For the linear- and j-shaped environments, the
toolbox led to a smaller —LL for 76% and 67% of participants,
respectively. In the uniform condition, the toolbox provided a better
fit for only 40% of the participants.

Turning to the best-fitting parameters, participants preferred
WADD over TTB within the toolbox (6™®: M = .34, SD = .28).
Likewise, the threshold of the adjustable spanner was estimated at
intermediate values (8“““: M = .49, SD = .31). Figure 7 shows

uniform distribution

1.0]
mean(5"“%%) = 0.61
d sd(6“°)=0.26
. 8 0.6
Adjustable Spanner £ o
W 0.4 ® °
o—9 o—9
020 ¢ —° o o
0%y " c
0.0 T T I% T T 0212
00 02 04 06 08 1.0
Sace
1.0 o
mean(a(m)) =0.22
. 081 sd(3™h =028
Adaptive Toolbox @ 0o L
VS “ o= °
o
0.2'§3 ‘._,-; : oo
0. o Qo o
ot'o 02 04 06 08 10
O18

Figure 7.

validity distributions (jitter added) in Experiment 2. The mean and standard deviations of

KREFELD-SCHWALB, DONKIN, NEWELL, AND SCHEIBEHENNE

that parameters across participants were well distributed across the
parameter space. Further analyses indicate that participants used
most information in the condition with uniform distribution of
validities (6™ = .22 and §*“C = .61), compared to the linear
(0™ = .35 and 3*“C = .48), and j-shaped condition (6™® = 43
and "€ = .38). There was strong evidence for the difference in
parameter values between the conditions, for 0™, F(2,58) = 8.11,
p < .001, BF,, = 45 and 8*°“, F(2, 58) = 7.76, p = .001,
BF,, = 36.

Similar to Experiment 1, to identify discriminating trials we
again simulated choices for all possible combinations of choices
values in the different conditions, with the best-fitting parameters
from the first session of Experiment 2. The simulation revealed
that the models predict opposite choices on only 3% of trials across
all participants and possible combinations of cue values and va-
lidities (according to our criterion specified in the earlier section
Simulation Study). Accordingly, the models made different pre-
dictions on 59% of the new trials used in the second session of this
experiment.

Results for the second experimental session indicate that partic-
ipants’ choices were quite reliable. In 83% of the old trials they
made the same choice as in the first session, leading to k = .65.
The results of the generalization test are summarized in Table 2.
As can be seen in Table 2, the toolbox made better out-of-sample
predictions. Overall, the toolbox more accurately predicted the
data in terms of —LL (821 vs. 1,022; LR \cc/rg < -001) and MSE
(.20 vs. .26) and also within the three conditions (all LR , c¢/rpg <
.001). Across all three conditions, the majority of participants (17
out of 28) were better described by the toolbox than by the
adjustable spanner. Focusing only those trials that discriminated
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Tlustration of the best-fitting parameters for each participant across both models and the three
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indicated in the left upper corner of the respective plot. The error bars represent 95% confidence intervals around

the best-fitting parameters.
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Table 2
Comparison of the Accuracy of the Models’ Predictions in the
New Trials in Second Session of Experiment 2

Measure of fit Adjustable spanner Toolbox
—LL 1,023 821
MSE .26 .20

Note. —LL = summed negative logarithmic likelihood; MSE = mean
squared error.

the models, the toolbox predicted the choices more accurately
than the adjustable spanner, in terms of —LL (665 vs. 847,
LR cc/rg < .001). To conclude, the superiority of the toolbox
in fitting and predicting the observed choice data was replicated
in Experiment 2.

General Discussion

In order to model and predict behavior, it is important to
understand how individual decision makers adapt to changes in the
environment and how they trade-off accuracy against time and
effort spent on a task. It is an ongoing discussion whether this
process is better described by evidence accumulation models that
assume an adaptive threshold or by toolbox models consisting of
multiple discrete strategies that are selected adaptively. Here, we
focused on a comparison of both types of models on empirical
grounds. For this purpose, empirically testable versions of the
adaptive toolbox and the adjustable spanner were implemented and
compared based on experimental choice data in multiattribute
choice tasks. The results indicated that, despite a great overlap of
the models’ predictions, the models could be distinguished based
on choice data. Comparisons based on model fit and out-of-sample
predictions indicated that in the task at hand, the adaptive toolbox
described and predicted choices better than the adjustable spanner.

The present approach adds to earlier attempts comparing evi-
dence accumulation models to toolbox models based on discrete
choices (e.g., Lee & Cummins, 2004; Newell et al., 2007; Newell
& Lee, 2011) as well as process data (e.g., Sollner & Broder, 2016;
Sollner et al., 2014). In an extension to these previous approaches,
here we developed and tested a general mathematical implemen-
tation of the adjustable spanner (Newell, 2005) and rigorously
tested it against a corresponding implementation of the adaptive
toolbox (Scheibehenne et al., 2013) across multiple choice envi-
ronments with different distributions of cue validities.

Computational Implementation of the Choice Models

Our implementation of the adjustable spanner represents the
core theoretical ideas of accumulator models, by providing an
individual threshold of evidence accumulation that is adaptive to
the environment (Newell, 2005). The implementation extends ear-
lier approaches (Hausmann & Lige, 2008; Newell & Lee, 2011),
and facilitates a direct comparison of the adjustable spanner and
the toolbox. A recent study further supports the plausibility of the
current implementation (Oh et al., 2016). The authors selected the
best-fitting model in a multiattribute choice task among models
representing all possible combinations of cue use. They showed
that individuals likely consider a certain number of cues ordered
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by their validity, for example, the three or two best out of four
cues, for making their choice. Though this formulation of a thresh-
old emulates our current implementation it is only one of the
possible ways to instantiate the theoretical idea of an adaptive
threshold. Future research should systematically compare different
versions of the spanner, for example versions in which stopping is
determined by the sequential accumulation of individual cue values
weighted by their validities, rather than the two-step “accumulate-
then-weight” process implemented here.

Likewise, the toolbox used for the present comparison com-
prised only two distinct strategies, although larger and more com-
plex toolboxes have also been proposed (Gigerenzer & Todd,
1999). Using a toolbox with only one noncompensatory and one
compensatory strategy is common practice (e.g., Rieskamp &
Otto, 2006; Marewski & Schooler, 2011; Newell & Lee, 2011;
Scheibehenne et al., 2013) and has also been used in earlier
comparisons of toolbox and accumulator models of choice (Lee &
Newell, 2011). The principal advantage of this reduced-form tool-
box is that it allowed us to test the core difference between the
models while holding other factors constant. Specifically, we
asked whether the intermediate steps of accumulation predicted by
the adjustable spanner are observed or not. This approach neces-
sarily sacrifices generalizability of our results to other larger
toolboxes, spanners with different rules for sequential accumula-
tion (see Footnote 2), and alternative ways to present information.
But this trade-off of external validity against the internal validity
required for a rigorous model comparison is unavoidable.

The Dissimilarity of the Models and the Superiority of
the Toolbox

Only a small number of discriminating trials, about 3%, were
identified in the simulations. However, the trials systematically
differed from the nondiscriminating trials. Most importantly we
illustrated that whether the trial discriminates the models equally
relates to features of the specific choice task as well as to the
individual. Our two-stage design enabled the empirical identifica-
tion and subsequent testing of specifically those trials. This adds to
earlier approaches by identifying discriminating trials separately
for every individual, rather than designing a generic set of dis-
criminating trials for all participants (Lee & Cummins, 2004;
Newell & Lee, 2011).

Nonetheless, across all trials and also only the discriminating
trials, the toolbox consistently provided a better fit than the ad-
justable spanner for on average 61.5% of the participants in the
conditions in the model fitting sessions, and 70% of the partici-
pants in the generalization settings. Although this indicates con-
sistent superiority of the toolbox over the adjustable spanner not
only on the average but also on the individual level, it also shows
that several individuals were better described by the competing
adjustable spanner.

Adaptation of the Models to Different Environments

The best-fitting model parameters varied systematically be-
tween the conditions. The individual threshold decreased and
correspondingly the probability of using TTB increased as the
validity of one cue was increasingly higher than the other cues.
This indicates that individuals adapted to the environment, and that
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this adaption was successfully captured by the models. Comparing
the models fit separately in the different environments showed that
the toolbox did not only perform better on average, for example,
due to worse fit in one condition and better fit in another, instead
it fitted the data more accurately than the adjustable spanner in two
out of three conditions in both experiments and for most of the
participants.

Adaptive application of strategies to the environment has also
been observed when participants receive feedback in line with one
best performing strategy (Payne, Bettman, & Johnson, 1993;
Rieskamp, 2006; Rieskamp & Otto, 2006) or simply on their
predictive accuracy (Broder & Schiffer, 2003b). In particular,
Mata et al. (2007) showed a similar adaptation of the use of
strategies in environments with low versus high dispersion of cue
validities, providing feedback after every trial. Going beyond these
findings, our results show empirically that even without feedback,
participants seem to have expectancies about the effectiveness of
different strategies in specific environments such as the distribu-
tion of cues validities. Echoing this finding, Parpart, Jones, and
Love (2018) likewise showed that the performance of strategies
depends on the structure of the environment. The authors imple-
mented a Bayesian model with varying prior strength that allows
stimulation of decision strategies varying in the amount of infor-
mation that is considered for a given choice. The model compro-
mises TTB and tallying on the one end of the continuum and a
linear regression model on the other extreme of the continuum.
Across a large range of data sets, they show that the model with an
intermediate prior strength that considers an intermediate amount
of information was superior to more extreme versions in which
either lots of information was ignored or all information was
integrated. Our results dovetail with these findings, as both the
best-fitting spanner and the toolbox also settled at an intermediate
degree of information integration.

How Did the Testing Environment Influence the
Comparison of the Two Models?

Participants in both experiments saw all available information
openly and freely on the computer screen. This may well have
boosted the performance of the toolbox. The assumption of an
individual adaptive threshold made by the adjustable spanner is
psychologically more plausible in situations where searching for
information is costly (Newell, 2005). In order to see a larger
number of choices corresponding to the current implementation of
the adjustable spanner, participants would have to stop accumu-
lating evidence at intermediate stages between the first discrimi-
nating and the last cue—a stopping point that adheres to neither
TTB nor WADD. There is presumably a trade-off between the
effort of monitoring the accumulated evidence at intermediate
stages and the costs of uncovering and accumulating additional
evidence. Because every monitoring step is costly, it is presumably
less effortful to monitor only once, after all information is inte-
grated. When all information is openly presented, as in the current
experiments, such monitoring at the completion of integration is
only marginally costlier than monitoring the accumulated evidence
at intermediate stages. To the contrary, if the evidence at the
intermediate stages is indecisive, additional evidence accumulation
and monitoring is needed, making monitoring at intermediate
stages even costlier than monitoring only at the completion of
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integration. Similarly, in paradigms involving effortful search
from memory (e.g., Broder & Schiffer, 2003b), the adjustable
spanner might be superior.

Furthermore, both models assume that after the threshold is
crossed, or TTB is applied, respectively, the rest of the presented
information is ignored. In contrast, to this assumption, S6llner and
colleagues (2014) showed that individuals do not ignore additional
information which is inconsistent with their current preference. If
this is interpretation is correct then it has implications for partic-
ipants’ behavior in the discriminating trials in the second session
of our experiments. In these trials the evidence after the first cue
was most likely inconsistent with the preference indicated by the
first cue. This kind of contradictory evidence is readily accounted
for by the present implementation of the toolbox due to the
probabilistic allocation of the strategy by the mixing parameter. In
contrast, the “accumulate-then-weight” implementation of the ad-
justable spanner does not allow for a corresponding shift of the
threshold, because a fixed decision threshold for a certain envi-
ronment is assumed. In consequence, in the context at hand, the
toolbox seems to be the more flexible model and this may con-
tribute to its superiority over the adjustable spanner in fitting the
choice data.

In order to investigate the flexibility of the two models more
closely we ran a parameter recovery study. Here we will only
report the major findings of this study. The details are in the
Supplementary Material to this article. We used both models in
different configurations to predict choices in all possible trials of
the multiattribute choice task used in the empirical comparison of
the models. Subsequently, we fitted both models to the predicted
choices. This procedure supported the assumption that the toolbox
is the more flexible model. The adjustable spanner could not
reproduce all configurations of the toolbox, whereas the toolbox
reproduced all configurations of the adjustable spanner. This is due
to the fact that every threshold 3“““ manifests itself in a specific
proportion of TTB and WADD choices. Due to 8™ indicating a
probabilistic allocation of the strategies, every possible proportion
of TTB and WADD choices can be predicted. However, vice versa
not every proportion of TTB choices corresponds to a specific
threshold.

This interpretation supports previous criticism of the adaptive
toolbox emphasizing difficulties to falsify the model because of its
flexibility (Glockner & Betsch, 2011; Newell, 2005). The imple-
mentation we used addresses many of these concerns, especially
with regard to the model’s testability. Nonetheless, the model’s
mixing parameter allows the toolbox considerable flexibility that
arises from its functional form rather than the mere number of
included strategies or free parameters. Future implementations of
the toolbox should attempt to predict strategy use on the trial level,
based on trial and environmental features, to reduce the unex-
plained flexibility of the model.

What Have We Learned About the Nature of
Adaptive Decision Making?

Decision making is adaptive. Individuals do not only adapt their
decision making following feedback (Broder & Schiffer, 2006;
Lee et al., 2014; Rieskamp & Otto, 2006), but they also seem to
hold expectations on the performance of certain strategies in
specific environments. Beyond the adaptation on a larger scale,


http://dx.doi.org/10.1037/xlm0000641.supp

n or one of its allied publishers.

0

B
2
2
8
=}

°

S
S
%

[aW)
8
3

<
Q
>

e}

=
2

o

This document is copyri

is not to be disseminated broadly.

This article is intended solely for the personal use of the individual user

ADAPTIVE TOOLBOX VERSUS ADJUSTABLE SPANNER

(i.e., different environments), the better fit of the current imple-
mentation of the toolbox over the adjustable spanner further sug-
gests sensitivity on a smaller scale, that is at the trial-specific level
of particular cue-patterns. It appears that these subtle differences
between trials can lead individuals to change their decision making
behavior.

Following this line of reasoning, it is important for an in-depth
understanding of human rationality not only to model the average
decision making style across a large range of trials, but also to
understand the driving forces of adaptation on a trial to trial basis.
A probabilistic allocation as implemented here, can only serve as
a proxy for modeling this flexibility, given the lack of further
knowledge on the small scale adaptation such a specific pattern of
cue values.

Our Approach to Dealing With Model Mimicry

As noted earlier, the adjustable spanner and the toolbox models
show a large degree of mimicry. Here, we developed an approach
to deal with the overlap in predictions made by the two model
classes. Our method was to use an initial testing session to estimate
model parameters, and then use them to develop a task environ-
ment to use in a second session that would allow for discrimination
between the two models. The second session also provides a way
of testing the ability of the models to predict new data, and thus
avoid problems with overfitting (Myung, 2000). However, the
approach does come with limitations.

One issue with our method is that the particular experimental
design developed for each individual will be based on the param-
eters estimated in a first session, and so our approach relies on
these quantities being relatively stable. For example, in our exper-
iment, it may be that participants set their response thresholds, or
choose strategies, based on the particular set of cues and outcomes
with which they are presented. Methods such as adaptive design
optimization (Myung & Pitt, 2009) may be more robust in cases
where the parameters change over time.

Another potential issue is that the way in which we design the
choice sets makes it unclear how informative the data yielded will
be for testing other theories. A number of alternative theories for
multiple-cue judgment tasks exist (e.g., Busemeyer & Townsend,
1993; Glockner, Hilbig, & Jekel, 2014) and there is a long list of
strategies that might be included in a more general toolbox. For
example, the tallying strategy proposes that participants simply
count up the number of cues in favor of each alternative, and
choose the option with the most positive outcomes (Dawes, 1979).
In an online supplementary, we show in more detail that the
tallying model performs worse than both the adjustable spanner
and the toolbox. However, our experiment was not designed to
distinguish between such models, and so while the result suggests
that the tallying model provides a relatively poor account of our
data, it is unclear whether a quantitative assessment of the models’
performance is compromised by the way that our choice sets were
developed. In particular, testing a larger toolbox that includes both
tallying and WADD as alternative strategies is not feasible in the
context at hand because the way we constructed the choice options
leads tallying and WADD to make the same predictions in almost
all trials.
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Future Research and Limitations

Future studies could extend our findings in three ways. First, the
models should be compared in environments with search costs
imposed and/or information search in memory. Second, future
studies could expand the existing implementation of both the
adaptive toolbox as well as the adjustable spanner by integrating
theoretically driven modeling of situational influences. Such an
extension is especially important given that the assumptions that
all remaining information is ignored after the threshold is crossed,
or that one simple strategy is applied, do not seem to be valid in
many cases (e.g., Sollner et al., 2014), whereby competing hypoth-
eses on the influence of this additional evidence (Khader, Pachur,
& Jost, 2013) could be tested empirically. Third, different imple-
mentations of the threshold within the adjustable spanner (which
might capture the original conception of the model somewhat more
directly) should be investigated.

Conclusion

Our results on the comparison of two particular versions of a
toolbox and a spanner model, representing the core conflicting
theories of adaptive decision making, indicate the importance of
situational and contextual factors on the flexible adaptation of
decision processes, even without feedback and training.
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